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Abstract 

This study applies the nonparametric Kruskal-Wallis (KW) test to determine the presence of 

seasonality in time series data of tourist arrivals in Sri Lanka. It illustrates the mechanism of 

the KW test for detecting seasonality in auto correlated data. The KW was originally 

developed for cross-sectional data with relevant assumptions to investigate the median 

differences between groups. Therefore, the KW test needs modifications and new assumptions 

to employ with time series data. Thus, the current research empirically evaluates the use of the 

test for detecting the seasonality of a time series using quarterly tourist arrivals to Sri Lanka 

from 1990 to 2019. As suggested in the study, formal unit root tests were conducted to trace 

stationarity and results of the ADF tests have shown that the original data are non-stationary 

while the first differences are stationary at the 5 per cent level of significance. The findings 

divulge that the Kruskal-Wallis test is versatile and can precisely detect the seasonality of a 

time series after making necessary treatments to the data to fulfil the assumptions. This study 

provides added graphical presentations of seasonal dynamics to strengthen the use of the test. 

In addition, the post hoc test provided more information on the statistical significance of the 

dynamics of seasonality. The Kruskal-Wallis test does not supply seasonal indices, which is a 

primary disadvantage of the test. Therefore, the current research proposed to use an 

amalgamation of other time series approaches with the Kruskal-Wallis test. 
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Introduction 
 

A time series is a sequence of systematic observations continuously or discretely collected 

through equal time spaces for a well-defined variable in any field. According to Granger and 

Newbold (1986, p.1), a time series is ‘‘. . . a sequence of observations ordered by a time 

parameter’’. It assumes that any time series consists of patterns of data. These patterns 

generally include long-term movements termed trends, seasonal variations, cyclical variations, 

and irregularities. A single time series may not accommodate all these components in a single 

time series, and many time series involve one or two in particular, seasonality and long-term 

movements.   

Seasonality is a frequent and common characteristic for many real-world time series where 

data have been collected in less than a year. Seasonality is the presence of fluctuations in a 

time series that recur at specific regular intervals less than a year. Commons and Page (2001) 

highlighted that seasonality is one of the inherited characteristics of tourism time series. 

Therefore, it is necessary to precisely define seasonality before conducting any study of 

tourism seasonality. Although tourism seasonality is a primary issue, it is a poorly understood 

concept in extant literature (Hinch & Jackson, 2000; Corluka, 2019). Therefore, it is difficult to 

find a unique and precise definition of seasonality in tourism (Corluka, 2019). Furthermore, it 

is necessary to investigate whether a time series is seasonal in forecasting activities, 

particularly in tourism forecasting. Therefore, the detection of seasonality is crucial in time 

series forecasting and decision-making.   

The extant literature endeavored to develop diverse methods to detect, quantify, and compare 

seasonal patterns in the tourism industry. These techniques involve descriptive statistics, 

graphical methods, time series decomposition, dummy variable regression, Gini index, analysis 

of variance, and nonparametric approaches such as the Kruskal-Wallis (K-W) test. However, 

each method has its advantages as well as disadvantages, and thus, DeLurgio, (1988) and 

Koenig and Bischoff, (2003) suggested the use of different methods in a combination to detect 

tourism seasonality. Although the recent literature uses nonparametric methods such as the K-

W and Freidman’s test in detecting tourism seasonality, it is hard to find studies that provide a 

comprehensive analysis considering the validity of these nonparametric techniques in detecting 

seasonality. Therefore, the subject matter of this study is the investigation of the aptness of the 

K-W test in detecting tourism seasonality with statistical significance. Therefore, the present 

study is significant to the literature because it contributes to the existing body of knowledge on 

tourism seasonality by providing validation for the use of the K-W test. The next section of 

this study reviews the extant literature on methods for detecting tourism seasonality. The third 

section illustrates the methodology, and empirical analysis is given in the fourth section. The 

conclusions are provided in the last section.  

 

Literature Review 
 

Seasonality is one of the most discussed areas in tourism literature. Therefore, there are diverse 

definitions of tourism seasonality. Bar-On (1975, as cited in Bar-On, 1999), Manning and 

Powers (1984), Hylleberg (1986), Butler (1998), Swarbrooke and Horner (2007), and Lim and 

McAleer (2008) are some of the most cited definitions of tourism seasonality. Seasonality is 

the systematic, intra-year movements in economic time series that are often caused by non-

economic phenomena, such as climatic changes and the regular timing of religious festivals 
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(Thomas & Wallis, 1971). As Koenig and Bischoff (2003) highlighted, definitions vary 

according to the purpose or objectives of the researchers. Therefore, there are difficulties in 

precisely detecting and evaluating tourism seasonality (Lundtorp, 2001). Scholars and 

practitioners use different methods to detect tourism seasonality. These techniques vary from 

simple graphs to more advanced statistical models including four main approaches: (i) 

descriptive statistics, (ii) graphical methods, (iii) regression methods, and (iv) time series 

methods. These approaches generally include the coefficient of seasonal variation (Yacoumis, 

1980; Bigović, 2011; De Cantis, Ferrante, & Vaccina, 2011), seasonality ratio (Yacoumis, 

1980; Bender, Schumacher, & Stein, 2005; Bigovic, 2012; Corluka, Mikinac, & Milenkovska, 

2016), seasonal indicator (Jeffrey & Bardon, 1999; Ćorluka, Vukušić, & Kelić, 2018; Alzboun, 

2018), seasonality share (Ćorluka et al., 2018), seasonal index (Falkner, 1924; Shiskin, Young, 

& Musgrave, 1967; Granger, 1978; Cleveland, Cleveland, Mcrae, & Terpenning, 1990; Lind, 

Marchal, & Wathen, 2018), Lorenz curve (Lim & McAleer, 2008; Karamustafa & Ulama, 

2010; De Cantis et al., 2011; Halpern, 2012; Petrevska, 2013; Ćorluka et al., 2018), Gini 

coefficient (Lundtorp, 2001; Koenig & Bischoff, 2003; Bender et al., 2005; Lim & McAleer, 

2008; Karamustafa & Ulama, 2010; Bigovic, 2012; Ćorluka et al. 2018), amplitute ratio 

(Kuznets, 1933; Koenig & Bischoff, 2003), seasonality range (Koenig & Bischoff, 2005), and 

dummy variable regressions (Crum, 1925; Suits, 1957; Hylleberg, 1986; DeLurgio, 1988; 

Miron, 1990; Miron, 1994; Franses, 2008; Lim & McAleer, 2008; Kurukulasooriya & Lelwala, 

2014). 

 

There is a new trend of using nonparametric methods such as the K-W test for detecting 

seasonality in time series. The K-W test is a nonparametric alternative to one-way ANOVA 

when assumptions of parametric tests are violated (Kruskal & Wallis, 1952). The K-W 

approach is the most commonly used nonparametric procedure in time series analyses 

(Theobald & Price, 1984; Kurukulasooriya & Lelwala, 2011, 2014; Gnanapragasam, Cooray, 

& Dissanayake, 2016; Marcos, Viegas, De Costa, Freitas, & Russo, 2016; Hopken, Eberle, 

Fuchs, & Lexhagen, 2020;  Ollech & Webel, 2020; Molinaro & DeFalco, 2022). However, 

scholars and researchers use the K-W test without examining the applicability of the test. 

Researchers have also neglected the assessment of the validity of the assumption of the K-W 

test to auto-correlated data. At the very inception, the K-W test was introduced to the cross-

sectional data to investigate the statistical significance of the median differences among 

different groups or populations. Therefore, it is questionable to use the K-W test for time series 

data in its original form. Thus, the objective of the current study is to fill this knowledge gap 

by providing a comprehensive analysis for detecting seasonality in a time series with special 

reference to the tourist arrivals time series in Sri Lanka using the K-W test. Accordingly, the 

current study assesses the usual assumptions and their validity of the K-W approach for 

detecting tourism seasonality in a time series context.   

 

Materials and Methods   
 

It is important to understand the concept of seasonality before the discussion of the proposed 

methodology. As mentioned in the introductory section, seasonality divulges recurring patterns 

in a time series that are generally repeated for less than a year. These repetitive patterns are 

caused by many factors, including natural causes such as weather fluctuations, business, and 

administrative procedures such as school holidays, and social and cultural events such as 

Christmas, the trading day effect, and moving holidays. Seasonality is crucial for data analysts 
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in making informed decisions and in forecasting activities. Visual inspection of the data, 

autocorrelation analysis, and decomposition techniques such as seasonal decomposition of 

time series are some of the common methods used to confirm the existence of seasonality in a 

time series. Although they are effective in detecting seasonality, their robustness is 

questionable due to the inherited personal bias. Therefore, the K-W test presents a robust 

statistical approach to confirm the existence of seasonality in a time series.  

 

The proposed methodology of this study was first presented by Kruskal & Wallis (1952) for 

rank data or continuous data that can be converted into ranks. It is an alternative to the one-

criterion analysis of variance and thus is known as the one-criterion analysis of variance for 

rank data. When several independent samples are coming from the same population, they are 

invariably random samples. Then, the question arises whether sample differences are 

statistically robust or/and significant. Kruskal and Wallis (1952) suggested the following test 

statistic for the investigation of significant differences among samples based on their means. 

 

𝐻 =
12

𝑁(𝑁 + 1)
∑

𝑅𝑖
2

𝑛𝑖

𝑐

𝑖=1

− 3(𝑁 + 1) … … … … … … … … … … (1) 

 

Where C denotes the number of samples, 𝑛𝑖 is for the number of observations in the ith 

sample, 𝑁 = ∑ 𝑛𝑖which is the number of observations in all samples combined, and 𝑅𝑖 is the 

sum of the ranks in the ith sample.  

 

Larger values of H tend to reject the null hypothesis that there are no significant differences 

between the groups. Kruskal and Wallis, 1952 have shown that H is distributed in a chi-square 

distribution with (c-1) degrees of freedom when large samples come from identical continuous 

populations. The accepted minimum sample size is 5 to satisfy the chi-square distribution for 

H (see more details in Kruskal & Wallis, 1952). The H test is based on a few assumptions, as 

given below, and the validity of these assumptions should be assessed for the time series data.  

 

i). The dependent variable must be an ordinal or continuous level (i.e., interval or ratio).  

The current study uses quarterly tourist arrivals as the dependent variable and thus, the 

variable here is a continuous which is an interval or ratio scale of the measurement. 

Therefore, this assumption is satisfied by the data. The validity of the usage of ranks is 

comprehensively provided by Kruskal and Wallis (1952). The rankings are possible for 

continuous data. 

 

ii). The independent variable should consist of two or more categories, i.e., independent 

groups. Typically, the K-W H test is used when there are three or more categorical 

independent groups. The present study uses quarterly tourist arrivals, and each quarter 

with many observations is considered an independent group. The quarters of the years 

are independent and thus, the assumption is satisfied. Further autocorrelation 

coefficients will help in detecting independence between quarters.  

 

iii). The K-W test expects independent observations within and between groups. This means 

that there is no relationship between the observations in each group (within each 

quarter) or between the groups themselves (Between quarters). This assumption is 
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violated with time series data because they are autocorrelated. Furthermore, time series 

may be stationary or nonstationary in its original form. When time series is stationary 

there is no issue. Nonstationary series exhibit deterministic or stochastic trends showing 

the relationship between data points in different time points. Detrending the data before 

the analysis resolves the problem when the time series is nonstationary. Detrended data 

generate a random series that retains only the seasonal component when the original 

series has the seasonal component (DeLurgio, 1988). An autocorrelation analysis can be 

conducted to prove this assumption.  

 

iv). Normality is a rigorous assumption in ANOVA and is usually violated in practice. 

However, it is not required by the K-W test which is less sensitive to outliers.  

However, the K-W test comes with an additional data consideration leading to the 

fourth assumption, i.e., it requires the determination of whether the distributions in each 

group (i.e., the distribution for each group of the independent variable) have the same 

shape (which also means the same location and variability). Time series also assumes a 

constant variance; therefore, this assumption can be justified with the time series 

property of constant variance. If this assumption is violated, natural logarithmic values 

or a suitable transformation is suggested. Location parameters such as mean, and 

median can be estimated to observe the validity of the assumption with usual t test or 

with an alternative nonparametric test like Mann Whiteney U test.  

 

If there are ties, each observation is given as the mean ranks for which it is tied. Then, the H 

statistic is computed from equation (1) and is divided by the factor, [1 −
∑ 𝑇

𝑁3−𝑁
] which is 

generally known as adjustment factor for H test. Therefore, when tied observations are 

available, equation (2) is more appropriate.  

 

𝐻 =

12
𝑁(𝑁 + 1)

∑
𝑅𝑖

2

𝑛𝑖

𝑐
𝑖=1 − 3(𝑁 + 1)

1 −
∑ 𝑇

𝑁3 − 𝑁

… … … … … … … … … … (2) 

 

The discussion hitherto reveals that H test is possible to apply with some modifications or 

transformations for the data in a time series. The following major steps are suggested to 

perform the K-W test for detecting tourism seasonality.  

 

i). Determining the stationarity of data: Observe time series plot and determine the type of 

trend, i.e., whether the trend is deterministic or stochastic. Test the time series for 

stationarity to confirm that the time series is free from unit-root problems. Any of the 

unit root test (ADF, ADF-GLS, Philips Perron etc.) is proposed in this step.  

 

ii). Detrending data: If the time series is nonstationary, the data should be detrended using 

an appropriate detrending method. It is assumed that the cyclical component is not 

prevailing in the data (since many of the practical time series are free from cyclical 

components) and irregularity is negligible. If there are significant irregularities, a 

suitable data imputation is proposed.  
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iii). Preparing data: Forming time series data into groups (into months or quarters) 

corresponding to the time intervals for comparison is requested. For example, if we 

assume monthly seasonality, the time series must be divided into 12 groups, one for 

each month and data needs to be arranged accordingly. 

iv). Ranking of data: Ranking of the data within each month/quarter is required. Assign a 

rank of one to the smallest value, 2 to the second smallest, and so on. Ties are handled 

by assigning the average rank to the tied observations. 

 

v). Calculating the Test Statistic: Calculate the K-W test statistic, H, which measures the 

variability between the groups. This statistic follows a chi-squared distribution. 

Software applications will do the job accurately.  

 

vi). Determining Significance: Assess the statistical significance of H using a chi-squared 

distribution table or statistical software. If H is statistically significant, it suggests that 

there are median/mean rank differences between the groups, indicating the presence of 

seasonality. 

 

vii). Conducting multiple comparisons (post hoc tests): As in the case of the usual ANOVA, 

once it rejects the null hypothesis of no mean or median difference between months or 

quarters, it is important to investigate where the differences are. That is, which 

populations are different from which? Therefore, post hoc analysis will be useful in 

determining the significance of seasonal dynamics between different seasons, i.e., 

months or quarters. Any of the post hoc test can be used in this step.  

 

When the K-W test rejects the null hypothesis, it is vital to conduct multiple comparisons to 

investigate the significantly different seasons as mentioned in previous section. Equation (3) 

gives the test statistic for post hoc tests. Post hoc analysis is similar to the Turkey method of 

further analysis of the ANOVA model.  

 

𝐷 = |   𝑇̅𝑖 −    𝑇̅𝑗| … … … … … … … … … … … … … … … … … … … (3) 

 

Where  𝑇̅𝑖 and    𝑇̅𝑗are the mean ranks of samples i and j, respectively. The test is carried out by 

comparing the test statistic D with a quantity that we compute from the critical point of the 

chi–square distribution at the same level of significance as the original K-W test was 

conducted. The critical point for the pared comparisons is given in equation (4).  

 

𝐶𝑘𝑤 = √𝜒𝛼,𝑘−1
2

𝑁(𝑁 + 1)

12
(

1

𝑛𝑖

+
1

𝑛𝑗

) … … … … … … … . … … (4) 

 

Where 𝜒𝛼,𝑘−1
2  is the critical point of the chi – square distribution used in the original test. By 

comparing the value of statistic D with 𝐶𝑘𝑤 for every pair of populations, it can perform all 

pairwise comparisons jointly at the level of significance at which the K-W H test was 

performed. We reject the null hypothesis if and only if 𝐷 > 𝐶𝑘𝑤.  

 



South Asian Journal of Business Insights 

 

9 

 

As mentioned earlier in this section, unit root tests help figure out the stationarity of a time 

series. Although there are various kinds of unit root tests presented in the literature, this paper 

employs the Dickey-Fuller unit root test (Dickey & Fuller, 1979). Three different null 

hypotheses are tested using the equations (5) to (7).  Equation (5) is useful to test whether the 

time series follows a random walk process (no drift and no trend).  

∆𝑌𝑡 = 𝛿𝑌𝑡−1 + ∑ 𝛼𝑖∆𝑌𝑡−𝑖 + 𝜀𝑡

𝑚

𝑖=1

… … … … … … . . … … … … … (5) 

 

Equation (6) is useful to test whether the random walk process has a drift component.  

∆𝑌𝑡 = 𝛽1 + 𝛿𝑌𝑡−1 + ∑ 𝛼𝑖∆𝑌𝑡−𝑖 + 𝜀𝑡

𝑚

𝑖=1

… … … … … … . . … … … (6) 

 

Equation (7) is useful for testing whether the random walk process follows a drift around a 

deterministic trend.  

∆𝑌𝑡 = 𝛽1 + 𝛽1𝑡 + 𝛿𝑌𝑡−1 + ∑ 𝛼𝑖∆𝑌𝑡−𝑖 + 𝜀𝑡

𝑚

𝑖=1

… … … … … … … (7) 

 

Traditionally, three different null hypotheses are tested using the equations (5) to (7). Each null 

hypothesis involves the testing of whether 𝛿 = 0 against the alternative hypothesis 𝛿 < 0. A 

more negative test statistic leads to the rejection of the null hypothesis. MacKinnon’s (1996) 

critical values or p-values helpful in rejecting or accepting the null hypothesis. Acceptance of 

the null hypothesis leads to the acceptance of the unit roots of the time series, which illustrates 

the nonstationarity. When the original time series is nonstationary, similar unit root tests must 

be conducted for the first differenced time series too.  

 

This empirical study uses quarterly tourist arrivals from all countries to Sri Lanka from 2009 to 

2019. The secondary data were obtained from the annual reports of Sri Lanka Tourism 

Development Authority (SLTDA). The sample period was selected assuming less irregularities 

and no cyclical patterns. However, there are no issues of degrees of freedom and sample size 

because there 120 observations for the sample period.  

 

Empirical Analysis and Discussion 
 

The primary step in any time series analysis is to construct a time series graph of the variable 

of interest. The visual impression of the time series graph helps to identify the global trend of 

the variable, the nature of seasonal patterns, shifts and abrupt changes in the series, cyclical 

fluctuations, variability, and outliers. Figure 1 illustrates quarterly total tourist arrivals (TTA) 

to Sri Lanka for the years from1990 to 2019. 

The visual impression of Figure 1 depicts a cubic form of global trends in quarterly TTA. 

Furthermore, the figure presents a significant seasonal behaviour of TTA during the period of 

interest. There are no pronounced shifts or drifts in the tourism time series for the sample 

period considered, except for an outlier due to the Easter Sunday Attack. It is in the last 

observations in the series and thus can be removed from the analysis without violating the aim 

of the research. The seasonal component is proportional to the global trend; thus, the 
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logarithmic values of the original variable must be taken and used in the analysis. The 

logarithmic values of the TTA are also depicted in the same diagram, Figure 1, and it is 

obvious that the effect of the outlier is drastically reduced because of the stabilization of 

variability by taking logarithmic values.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Time series graph of the TTA and log TTA 1990-2019 

 
The TTA also exhibits a trend and thus seems nonstationary. Next the descriptive statistics are 

examined to understand the nature of the data and Table 1 presents these statistics. Mean, 

median and mode are significantly different between quarters stating that the data distribution 

is deviating from symmetry. The Shapiro-Wilk test rejects the null hypothesis of normality 

(p<0.001) of the sample data for four quarters. The Shapiro-Wilk test is more appropriate for 

this analysis since the sample size is less than 50 observations per season. Further, the vertical 

and horizontal symmetry of the sample data evaluate the normality. 

Table 1: Descriptive statistics for quarterly total tourist arrivals 
 

 
Quarter 

 
Quartr1 Quater2 Quarter3 Quarter4 

Valid 
 

30 
 

30 
 

30 
 

30 
 

Mode 
 

120053.24 
 

82458.00 
 

106026.70 
 

116045.68 
 

Median 
 

130302.00 
 

91154.50 
 

121660.50 
 

129838.50 
 

Mean 
 

228367.40 
 

151729.033 
 

197501.87 
 

219584.40 
 

Std. Error of Mean 
 

36126.64 
 

21455.31 
 

28838.03 
 

31278.45 
 

Std. Deviation 
 

197873.75 
 

117515.59 
 

157952.41 
 

171319.11 
 

Coefficient of variation% 
 

86.6 
 

77.5 
 

80.0 
 

78.0 
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Quarter 

 
Quartr1 Quater2 Quarter3 Quarter4 

Skewness 
 

1.607 
 

1.425 
 

1.411 
 

1.210 
 

Std. Error of Skewness 
 

0.427 
 

0.427 
 

0.427 
 

0.427 
 

Z of Skewness  3.760   3.340  3.300  2.830  

Kurtosis 
 

1.289 
 

0.785 
 

0.637 
 

-0.033 
 

Std. Error of Kurtosis 
 

0.833 
 

0.833 
 

0.833 
 

0.833 
 

Z of Kurtosis  1.55  0.94  0.77  -0.04  

Shapiro-Wilk 
 

0.698 
 

0.752 
 

0.745 
 

0.769 
 

P-value of Shapiro-Wilk 
 

< .001 
 

< .001 
 

< .001 
 

< .001 
 

Source: Author’s computations from sample data 

Though the sample data have achieved vertical symmetry under 5 percent level of significance 

(all Z values of Kurtosis are in between -1.96 and +1.96), it does not pass the horizontal 

symmetry since all z values of skewness lie outside of the range of -1.96 and +1.96. The data 

represent a positively skewed distribution for four quarters. Further, the difference between 

mean and the median is also considerably high. The coefficient variation for each quarter is not 

same and thus higher variation within a quarter is profound. This concludes that the sample 

data violates the assumptions of ANOVA. Therefore, it is not possible use the sample data as 

its original form to detect seasonality of total inbound tourist arrivals. One of the major reasons 

for the violation of the assumptions of ANOVA is due to the autocorrelated nature and the 

existence of trend of the data. Therefore, it is necessary to find out if there is a trend in the 

data.  

According to the proposed methodology following the step 1 for detecting seasonality, data 

should be stationary. Therefore, the Augmented Dickey Fuller (ADF) was conducted to 

confirm the stationarity of the variable. Table 2 summarizes the results of different ADF tests 

for log TTA (LTTA) and logged first differences in TTA (DLTTA). The ADF test was 

conducted under three different specifications, as given in equations (5) to (7) and results are 

presented in columns 2 to 4 in Table 2 respectively. The results of the ADF tests suggest that 

the original data (the level form data) are nonstationary, and the first differences are stationary 

under any of the conventional significant levels. 

Table 2: Results of the Augmented Dickey-Fuller test for quarterly total tourist arrivals (TTA) 
 

Variable Without constant With constant With constant  

and trend 

Conclusion 

 Tau Statistic Tau Statistic Tau Statistic  

LTTA 1.11887 (0.9323)* -0.903019 (0.788) -2.4837 (0.3363) I (1) 

DLTTA -16.3578 (0.0000) -16.9204 (0.0000) -16.9322 (0000) I (0) 

* P values are given in parentheses.  
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Therefore, the detrended tourist arrivals are useful as given in step 2 in methodology for the 

KW test for detecting tourism seasonality. There are numerous methods to remove the trend 

from a time series. Since the global trend is quadratic type and thus, most appropriate trend 

type was detected and predicted trend values from the quadratic trend model was employed in 

detrending data. As Figure 2 illustrates the logged detrended data of TTA. There are no 

cyclical components in the series and one significant outlier was detected at the end of the 

series. This study removes the outlier since removing the outlier at the end of the series has no 

impact on the process of detecting seasonality. Therefore, the first differences in logged data 

are appropriate to detect seasonality.   

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Time series graph of first differences in the logged total arrivals 

 

The graphical illustrations will provide evidence for the confirmation of the results of the 

study. Accordingly, Figure 3 illustrates the boxplots for each quarter of the detrended data.  

 

 

 

 

 

 

 

 

 

 

Figure 3: Boxplots for detrended quarterly TTA 



South Asian Journal of Business Insights 

 

13 

 

According to Figure 3, quarterly distributions of tourist arrivals do not follow a similar pattern 

in terms of location and spread/shape. Therefore, ANOVA will not be the best approach for 

detecting seasonality. Further, seasonal dynamics are prominent between quarters. The visual 

impression of the confirms the existing similar seasonal variations. Figure 4 illustrates the 

seasonal sub series plot for the detrended TTA. Seasonal sub series plot reveals that seasonal 

dynamics exist between and within quarters. According to the objectives of the current study, 

within quarter seasonal dynamics are not discussed and it is beyond the scope of this research. 

Graphical illustrations provide clear evidence for the existence of quarterly seasonal variations 

of total inbound tourist arrivals. The next step is to utilize the prepared data (quarter wise 

detrended tourist arrivals) to investigate the seasonal variation using the KW test.  

 

Figure 4: Seasonal sub series plot for the detrended tourist arrivals 

The results of the KW test are presented in Table 3.  The K-W test is performed for both level 

and detrended tourist arrivals. The K-W H test reveals statistically significant difference 

between quarters of logged detrended total tourist arrivals (LDTTA) with χ2(3) = 80.689 (P 

<0.001). Therefore, it can conclude that there is statistical evidence at 5% level of significance 

to accept the research hypothesis that significant seasonal differences exist among quarters of 

the year. Therefore, the K-W tests proves that what the graphical illustrations given earlier. 

Accordingly, it can be concluded that with necessary adjustment to the auto correlated data, 

The K-W test provides reliable information to confirm the existence of seasonal component of 

a time series and further provides statistical significance for the evidence. It is a positive side 

of the K-W test compared to the trend-Seasonal decomposition. It provides information to 

confirm the existence of seasonal components and seasonal indices as well. However, the 

trend-seasonal decomposition never provides the statistical inference to confirm the prevailed 

seasonality.  

When the null hypothesis of the K-W test is rejected, i.e., there is evidence for seasonality in 

the time series, pairwise comparisons in terms of post hoc analysis will be helpful in detecting 

significant differences among quarters. Table 4 presents the results of the post hoc 

comparisons. Q1 to Q4 stands for the quarters 1 to 4. Each row of Table 4 tests the null 

hypothesis that the Sample 1 and Sample 2 distributions are the same, i.e., there is not a 

seasonal difference between the compared quarterly arrivals for detrended data. 
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Table 3: Results of Kruskal-Wallis test for total quarterly inbound tourist arrivals, 1990-2019 
 

Description TTA
1 

LDTTA
2 

Number of observations  120 116 

Null hypothesis tested  The median of TTA is the 

same across quarters 

The median of LDTTA is 

the same across quarters 

Test Statistic 4.354 80.689 

Degrees of freedom 3 3 

P-value 0.226 0.0000 

Decision Retain the null hypothesis Reject the null hypothesis 

Notes: 1. Total Tourist Arrivals, 2. Logged Detrended Tourist Arrivals 

Source: Author’s computations based on sample data 

 

Table 4: Results of the post-hoc comparisons in the Kruskal-Wallis test 
 

  
Mean Difference SE t ptukey  pscheffe  pbonf  pholm  psidak  

Q1 
 
Q2 

 
0.372 

 
0.025 

 
15.117 

 
< .001 

 
< .001 

 
< .001 

 
< .001 

 
< .001 

 
  

 
Q3 

 
0.166 

 
0.025 

 
6.752 

 
< .001 

 
< .001 

 
< .001 

 
< .001 

 
< .001 

 
  

 
Q4 

 
0.085 

 
0.025 

 
3.452 

 
0.004 

 
0.010 

 
0.005 

 
0.002 

 
0.005 

 
Q2 

 
Q3 

 
-0.206 

 
0.025 

 
-8.365 

 
< .001 

 
< .001 

 
< .001 

 
< .001 

 
< .001 

 
  

 
Q4 

 
-0.287 

 
0.025 

 
-11.665 

 
< .001 

 
< .001 

 
< .001 

 
< .001 

 
< .001 

 
Q3 

 
Q4 

 
-0.081 

 
0.025 

 
-3.300 

 
0.007 

 
0.015 

 
0.008 

 
0.002 

 
0.008 

 

 
Note.  P-value adjusted for comparing a family of 4 

Source: Author’s computations based on sample data 

       

As Table 4 reveals, all the comparisons are statistically significant at 5% level of significance 

under several types of post hoc tests conducted. Therefore, the K-W test proves that 

seasonality is existing in quarterly total inbound tourist arrivals in Sri Lanka for the period 

from 1999 to 2019. The findings of Table 4 are highly compatible with the graphical evidence 

provided in Figures 2, 3, and 4. Therefore, it can be concluded that the K-W tests are useful in 

detecting seasonality in a time series after adjusting the data to be compatible to the K-W test. 

Although the K-W test is useful in detecting seasonal dynamics and its statistical significance, 

it does not supply the seasonal indices. A practitioner can accommodate both Trend-Seasonal 

decomposition and the K-W test for a prolific analysis of seasonal dynamics in a time series. 

Table 5 provides additional information to confirm the results of the K-W test and graphical 

illustrations. 
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Table 5: Seasonal indices for quarterly inbound total tourist arrivals 1990-2019 
 

Variable 
Seasonal Indices 

First quarter Second quarter  Third quarter  Fourth quarter  

TTA 1.16 0.79 0.98 1.07 

 
Table 5 provides the seasonal indices computed via Trend-Seasonal decomposition. The 

method supplies just the seasonal indices and there is no information given for the statistical 

inferences of seasonal indices. According to the information available in Table 5, the first and 

the fourth quarters show a positive seasonal impact while the second and third quarters show 

negative impact. These seasonal dynamics are statistically significant according to the results 

of the K-W test and all these results can be confirmed with the graphical illustrations in figures 

2, 3, and 4.  

 

Conclusions 
 

The K-W test has been used in seasonality analyses without confirming the assumptions of the 

test when it applies to time series data (Kurukulasooriya & Lelwala, 2014; Marcos et al., 2016; 

Gnanapragasam et al., 2016). This study is a complete demonstration of the right application of 

the nonparametric Kruskal-Wallis test to detect the seasonality of a time series with special 

reference to tourist arrivals data. The steps of the test procedure have been presented, and the 

empirical application was based on total quarterly tourist arrivals from all countries to Sri 

Lanka. ADF was conducted before the seasonality analysis, and it has shown that inbound 

tourist arrivals are nonstationary in their level form. Detrended values of the tourist arrivals are 

also tested for unit roots and have shown that the detrended time series is stationary and fulfills 

the requirement of assumptions of Kruskal-Wallis test. This empirical study presented the 

evidence to use Kruskal-Wallis test for detecting seasonality in a time series on detrended data. 

The use of detrended data for seasonal analysis was assured in the literature (Nwogu, Iwueze, 

& Nlebedim, 2016). The test results were also strengthened by adding graphical illustrations 

that are powerful tools for statistical analyses. The post hoc comparison procedure, which is 

highly neglected in literature, is helpful in investigating the statistically significance 

differences between different seasons of a time series of interest. Therefore, the conclusion of 

the study is that the Kruskal-Wallis test is a proper method for detecting seasonality in a time 

series with necessary treatments to the original assumptions of the test and adjusting the data 

accordingly. Furthermore, the post hoc procedure will also help in analyzing the seasonality 

between different seasons. One of the major disadvantages of the Kruskal-Wallis tests is that it 

does not provide any information about the seasonal factors related to each season. Therefore, 

researchers can use the Kruskal-Wallis test to confirm the existence of seasonality with 

statistical significance and need another method such as time series decomposition for 

computation of the seasonal indices. However, time series decomposition does not provide 

statistical significance for the seasonal indices. Therefore, the use of a combination of both 

methods is recommended.  It is recommended to repeat the same research in different 

disciplines where the seasonality prevails in time series to confirm the results and evidence 

presented in this research. 
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